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METHODS AND SOFTUWARE FOR THE DETECTION OF FALSE INFORMATION
ON THE INTERNET BASED ON NEURAL NETWWORKS

The article contains an overview of modern methods and software hased on neural networks for detecting false in-
formation on the Internet, as well as an analysis of current problems and possible directions of future research in this
field. The results of the work can he used as an information hase for continuing research in the direction of using neural
networks of various types to prevent the spread of fake information on the Internet.

With the dawn of the digital age and the popularity of online social networks, information is spread faster and easier
than ever hefore. However, it also promotes the spread of poor quality or intentionally fake information, which can have
a negative impact on society. Identifying, flagging and refuting disinformation on the Internet as quickly as possible is
becoming an increasingly urgent problem.

The article shows that modern methods of using neural networks in detecting false information are highly effective due
to their abhility to process large volumes of data and detect complex patterns. The use of graph neural networks, hehavi-
oral analysis and other innovative technologies provides wide opportunities for adapting detection systems to different
requirements and conditions, which allows developing more flexible and effective solutions that can work in different
contexts and with different types of data.

An important advantage of neural networks and their software implementation is the possibility of integration of vari-
ous data sources and contextual information. This allows software information systems not only to analyze the textual
content of news, but also to take into account social interactions, the history of publications and other factors that may
indicate the falsity of information.

It is shown that a very important aspect of false information on the Internet is images and videos that are presented
with a false interpretation or with modification. The ability of the future system to recognize such cases will significantly
increase the effectiveness of determining the reliahility of information.

But despite the advantages, there are problems such as high computational requirements and difficulties in interpreting
the results. This requires further research and improvements, especially in the area of improving algorithms and develop-
ing more efficient and scalable solutions and software. In addition, an important direction is the development of methods
for early detection of fake news and minimizing their impact on public opinion.
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Introduction

With the advent of the digital age and the popular-
ity of online social networks, information is spread
quickly and easily like never before. However, it also
promotes the dissemination of low-quality or inten-
tionally fake information, which can have a negative
impact on society. Identifying, flagging, and dis-
proving online misinformation as quickly as possible
is becoming an increasingly pressing issue.

Fact checking as a journalistic tool has grown sig-
nificantly from 11 sites in 2008 to 424 in 2022. How-
ever, since 2019, there has been a decline in the num-
ber of new fact-checking sites. In 2023, there were
417 active fact-checking sites operating in more
than 100 countries and 69 languages. This indicates
a stabilisation in the development of fact-checking,
despite the growing need to combat manipulative

ing to a sociological survey by the InMind company,
only 68% of Ukrainian citizens can confidently dis-
tinguish disinformation using available tools (fig. 1)
[9]. Therefore, new tools should increase the share of
such people.

D: 10 % \ A:11%

B: 68 %

Fig. 1. Results of a sociological experiment on the definition of

media and political lies.
The problem of the ability to distinguish genuine
news from fiction is relevant for our society. Accord-
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disinformation: A — all 3 answers are correct; B— at least
1 answer is correct; C — all answers are not correct;
D — didn’t answer all questions
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On the other hand, the role and effectiveness of
deep learning and graph neural networks in detect-
ing fake news is growing. These methods allow us
to effectively model the social context and process
of online news dissemination. Currently, there are
three main approaches to using graph neural net-
works: knowledge-based methods, propagation-
based methods, and heterogeneous social context-
based methods.

Knowledge-based methods use elements of news
content, such as concepts and named entities, to
identify fake news. Such methods can use both in-
ternal and external sources of knowledge to build
a more complete picture of the reliability of infor-
mation. Dissemination-based methods focus on the
process of news distribution and user interaction
with that news. Methods based on heterogeneous so-
cial context include the broader context of the news
source, such as other posts by the same user or news
on similar topics.

This article provides an overview of current tech-
niques and software based on neural networks for
detecting false information on the Internet and dis-
cusses current challenges and possible directions for
future research in this area.

Analysis of literature and statement
of the problem

Currently, there are many scientific works in the
field of detecting and combating disinformation.
They can be divided into several directions: met-
hods of determining the veracity of textual informa-
tion, methods of determining the authenticity and
originality of graphic information, and methods of
finding networks of fake users that are created to
influence society for one purpose or another. Very
recently, scientific works related to the detection of
informational and psychological special operations,
which is a very urgent problem in our country, have
been added to this list.

Information and psychological special operation is
atype of activity aimed at influencing public opinion,
emotions, psychological state or behavior of a certain
group of people or the population as a whole with the
help of a specially organized information campaign.
This activity may include the use of mass media, so-
cial networks, propaganda, disinformation, psycho-
logical pressure and other methods of information
influence. The main purpose of such operations is to
achieve specific political, social or military goals by
manipulating information and forming a certain per-
ception of events or facts in the target audience.

In the field of detecting fake news and bots on the
Internet, current research offers a wide range of
methods and approaches based on neural networks
[3]. Considering various studies, it is possible to dis-
tinguish key directions:
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1. Graph Neural Networks in Fake News Detec-
tion: the main focus of this field is the development of
graph models that enable the detection of fake news
using a variety of data sources and contextual infor-
mation. Such methods allow comprehensive analysis
of social interactions related to the dissemination
of information, including knowledge-oriented, dis-
semination-based, and heterogeneous social context
methods [6]. They provide a deep understanding of
the dynamics of social networks, but face problems
related to high computational requirements and the
complexity of interpreting the results;

2. Bot detection based on text and behavior anal-
ysis: other studies focus on detecting bots in social
networks using text analysis techniques and behav-
ioral models [1]. Detecting bots is a key aspect of
fighting fake news, as bots are often used to manipu-
late public opinion and spread misinformation [8].

Most of the works focus only on information in
social networks, while bypassing other sources of in-
formation, such as: news sites, personal journalistic
blogs, government sites, etc. To build more effective
methods of detecting disinformation, it is necessary
to include all possible sources, this will allow a bet-
ter assessment of the general context and a more bal-
anced decision regarding this or that news.

Based on the literature review, it can be noted
that combining different disinformation detection
methods and bots may involve the use of different
deep learning models that analyze text, behavioral
features, metadata, and network structure. Such a
comprehensive approach can improve the accura-
cy and ability to recognize more sophisticated and
evolved forms of bots and disinformation on social
networks.

The challenge that can be solved by combining
these approaches involves developing a more flex-
ible and accurate detection system that can adapt to
changes in bot behavior and disinformation dissemi-
nation methods.

Purpose and objectives of research

The purpose of the research is to develop and im-
prove methods and software based on neural net-
works for detecting false information in real time.
This involves developing algorithms that can detect
complex patterns of misinformation and adapt to
constant changes in the strategies and methods of
spreading false information online. The result of
such research will be the creation of effective tools
designed to increase the reliability and level of secu-
rity of the information space in the network.

The research objectives include the creation of a
new model for detecting false information on the In-
ternet using the method of neural networks, by im-
proving existing algorithms that take into account
the complexity and dynamics of modern disinforma-
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tion dissemination strategies. Methods that can take
into account a wide range of parameters, including
structural and semantic features of information
flows, which will make them more effective and uni-
versal compared to traditional approaches.

The study is designed to increase the level of in-
formation security on the Internet for society as a
whole and for ordinary users, including. As part of
this, it is proposed to create open access to the devel-
oped software by creating a website that will allow
any user to check this or that information from so-
cial networks, news sites, etc.

An important aspect is not only providing an as-
sessment of the reliability of information, but also
substantiating such an assessment in a form that will
be understandable to an ordinary person. We have in
mind a deep analysis of all aspects of disinformation
in one or another data, with the selection of specific
cases and the provision of a detailed report as a re-
sult of the implementation of the program.

A special focus should be on graphic content, which
often accompanies information on social networks or
news sites. Very often, manipulation of the audience
takes place precisely thanks to photo or video ma-
terials, to which a completely different description
and shooting location is added than is actually the
case.

Categorization of fake news

In an era marked by the rapid dissemination of
information through digital platforms, the prolif-
eration of fake news has emerged as a significant
challenge. The deliberate dissemination of false or
misleading information with the intent to deceive
poses threats to various aspects of society, including
public discourse, democratic processes, and individ-
ual decision-making. Detecting and combating fake
news require comprehensive approaches, among
which categorization frameworks play a crucial role
[5]. Categorization enables the classification of di-
verse forms of misinformation, facilitating targeted
detection strategies and intervention efforts.

Taxonomy, as applied to fake news, involves the
systematic classification of misinformation based on
various criteria such as content, intent, and dissemi-
nation mechanisms [2]. One commonly employed
taxonomy distinguishes between different types of
fake news based on their content, including fabri-
cated content, misleading content, and manipulated
content. Fabricated content entails entirely false
information fabricated to deceive, while misleading
content involves the distortion or manipulation of
genuine information to mislead readers. Manipulat-
ed content refers to media, such as images or videos,
that have been altered to convey a false narrative.

Another taxonomy considers the intent behind the
creation and dissemination of fake news, categoriz-
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ing it into categories such as political propaganda,
financial fraud, and malicious hoaxes [7]. Political
propaganda aims to influence public opinion or sway
electoral outcomes by disseminating biased or false
information.

Furthermore, taxonomies may consider the dis-
semination mechanisms employed by fake news, dis-
tinguishing between organic dissemination and co-
ordinated campaigns. Organic dissemination refers
to the spread of misinformation through individual
users sharing content on social media platforms or
other online channels. In contrast, coordinated cam-
paigns involve organized efforts by malicious actors,
such as bots or troll farms, to amplify fake news and
manipulate online discourse.

In addition to taxonomies, dimensional frame-
works offer another approach to categorizing fake
news by considering multiple dimensions or attrib-
utes simultaneously. One such framework considers
the credibility, novelty, and emotional appeal of fake
news content. Emotional appeal refers to the use of
emotional language or imagery to evoke strong emo-
tional reactions from the audience, which can en-
hance the spread and impact of fake news.

Another dimensional framework considers the vi-
rality, veracity, and virulence of fake news. Virality
refers to the speed and extent of the spread of misin-
formation across online networks, with highly viral
fake news often reaching a large audience rapidly.
Veracity refers to the truthfulness or accuracy of
the information, with fake news being characterized
by falsehoods or distortions of reality. Virulence re-
fers to the potential harm or negative consequences
associated with the spread of fake news, including
social polarization, erosion of trust, and real-world
impacts such as violence or public health crises.

Summarizing existing works, we can definitely
outline at least 5 categories of the fake news that
have more or less clear boundaries: false/deceptive,
misleading, slanted/ biased, manipulated and humor
information. The detailed description and properties
of each category can be found in the table 1.

Categorization frameworks play a critical role in
the detection and mitigation of fake news by ena-
bling researchers and practitioners to classify and
analyze diverse forms of misinformation system-
atically. Taxonomies provide a structured approach
to categorizing fake news based on content, intent,
and dissemination mechanisms, while dimensional
frameworks offer a multidimensional perspective by
considering attributes such as credibility, novelty,
and emotional appeal. By leveraging these frame-
works, stakeholders can develop more effective
strategies for identifying, debunking, and combat-
ing fake news, thereby safeguarding the integrity
of information ecosystems and promoting informed
decision-making in society.
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Table 1

Description of main fake news categories

Category

Description

False/deceptive

e Fictional narratives with no basis in reality.

e Intentionally concocted news aimed at deceiving or generating revenue from online engagement.
e Websites entirely devoted to spreading false information, often mimicking legitimate sources.

e This falls under the conventional definition of fake news.

Misleading

e Narratives lacking verifiable truth yet advocating a particular agenda.
e Such narratives frequently distort a fragment of factual content to suit their own narrative.
e Instances falling within this classification aim to provoke emotional reactions.

Slanted /biased

perspective.

e Narratives incorporating elements of truth while selectively presenting or excluding facts
to advance an agenda, often for the sake of garnering attention.
e Stories in this category may not be entirely false; they convey genuine events but with a biased

e Examples from news outlets such as Fox News, MSNBC, Huffington Post, and others may
demonstrate this tendency (while it's not imperative to completely disregard these sources,
it's important to recognize potential biases).

Manipulated

e This category encompasses modified content or imagery.
e Examples would encompass manipulated or digitally altered images.

Humor (satire/parody/jokes)

e Intentionally fabricated stories devoid of harmful intent but capable of deceiving individuals.
e Satirical news aims for entertainment and humor rather than deception, yet there's a risk
of misinterpretation by some as genuine.

Materials and research method

A number of sources, including scientific publica-
tions, articles, and current databases, were selected
for the study of methods of detecting false informa-
tion on the Internet. Special attention is paid to stud-
ies that analyze the use of neural networks and their
effectiveness in recognizing fake news.

The efficiency of neural networks largely depends
on the amount and quality of the data on which it was
trained, which is why you need to approach the selec-
tion of data sets responsibly [4]. Table 2 shows a list
of existing data sets for the analysis of disinforma-
tion on the Internet, which also includes the classifi-
cation of one or another component.

Table 2
Data sets for the analysis of disinformation
on the Internet
Name Subject Data format Number
of classes

ISOT Politics, society, | Text 2

busienss, sport,

criminality,

technologies,

well-being
Fakeddit Society, politics Text, image, | 2,3,6

video

LIAR Politics Text 6
FakeNewsNet | Society, politics Text, image 2
Stanford Society Text, image, | 2
Fake News video
FA-KES Politics Text 2
BREAKING! Society, politics Text, image 2,3
BuzzFeed- Politics Text 4
News
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Below is a detailed description of each of the sets:

1. SOT: Both fake news and real news from Reu-
ters; fake news from websites that have been flagged
as unreliable by PolitiFact and Wikipedia.

2. Fakeddit: An English-language multimodal
fake news dataset including images, comments, and
news metadata.

3. LIAR: An English-language dataset of 12,836
short policy statements collected from online broad-
casts and two social networks — Twitter and Face-
book — from 2007 to 2016.

4. Stanford Fake News: Fake news and satirical
stories, including hyperbolic support or condem-
nation of an individual, conspiracy theories, racist
themes, and discrediting of reliable sources.

5. FA-KES: Flagged as fake news about the con-
flict in Syria, such as casualties, activities, locations
and dates.

6. BREAKING!: An English-language dataset cre-
ated using the Stanford Fake News and BS detector
datasets. The data, including news about the 2016
US presidential election, was collected from web
pages.

7. BuzzFeedNews: An English-language dataset
of 2,283 political articles collected from Facebook
from 2016 to 2017.

8. FakeNewsNet: An English-language dataset of
422 social and political articles collected from online
broadcasts and Twitter.

9. FEVER: An English-language dataset of
185,445 statements about society collected from on-
line broadcasts.

The evaluation of the effectiveness of the selected
methods is carried out by analyzing their applica-
tion on real data. Validation of the obtained results,
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comparison with other known methods, and analysis
of potential areas for further research and improve-
ment are included.

It is planned to use the methods of machine and
deep learning to solve the problems. The first stage
of the research will be the search for the most opti-
mal combination of known approaches from these ar-
eas of computer science, with further optimization
and changes to meet the needs of this research.

A combined approach is used, which includes
quantitative and qualitative analysis of existing
methods and software solutions. The analysis is car-
ried out based on an assessment of the accuracy, effi-
ciency, and adaptation capabilities of various neural
networks to the conditions of the spread of misinfor-
mation on the Internet.

The research is based on the use of modern data
analysis and machine learning tools, including con-
volutional and recurrent neural networks, graph
neural networks, and artificial intelligence systems
for natural language processing.

Conclusion

1. Modern methods of using neural networks in
the detection of false information are highly effec-
tive due to their ability to process large amounts of
data and detect complex patterns. Neural networks
show significant progress in text classification and
analysis, which allows detecting fake news with high
accuracy. However, the effectiveness of such sys-
tems depends on the quality and volume of training
data.

2. The use of graph neural networks, behavioral
analysis, and other innovative technologies provides
ample opportunities for adapting detection systems
to different requirements and conditions. This al-
lows for the development of more flexible and effi-
cient solutions that can work in different contexts
and with different types of data.

3. An important advantage is the ability to inte-
grate different data sources and contextual infor-
mation. This allows systems not only to analysis the
textual content of news, but also to consider social
interactions, the history of publications and other
factors that may indicate the falsity of information.

4. A separate important aspect of false informa-
tion on the Internet is images and videos that are
presented with a false interpretation or with modifi-
cation. The ability of the future system to recognize
such cases will significantly increase the efficiency
in determining the veracity of information.

5. Despite the advantages, there are challenges
such as high computational requirements and dif-
ficulty in interpreting the results. This requires
further research and improvement, especially in the
area of improving algorithms and developing more
efficient and scalable solutions. In addition, an im-
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portant direction is the development of methods for
early detection of fake news and minimizing their
impact on public opinion.
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M. C. Thatviwwn, O. J1. Hepalukiscbkiii
AHAJI3 METOJIIB TA NPOrPAMHOIO 3ABE3NEYEHHS 19 BUABJIEHHS HENPABAWBOI IH®OPMALII
Y MEPEXI IHTEPHET HA OCHOBI HEAPOHHUK MEPEX

CratTs MiCTUTb OIS Cy4acHuX MeTOgIB i MporpamHoro 3abe3neYeHHs] Ha OCHOBI HEVPOHHIX MEPEX SISl BUSIBIEHHS HEernpaBauBoi iH-
hapmavii'y mepexi IHTepHET, a Takox aHania noTaqYHMX Npo6Iemy Ta MOXIMBIUX HANPSIMKIB MaibyTHIX JOCIIIKeHb y i rany3i. Peaynsra-
T POBOTY MOXYTb 6YTV BUKOPUCTEHI SIK iHChopMaLiiHa 6338 [15 NPOLOBXEHHS [OCIIIKEHb Y HANPSIMKY BUKOPUCTAHHS HEPOHHMX MEPEX
Di3HVIX TVMIB A4S 3aM06iraHHs NOLIMPEHHI0 (heyikoBoi iHghopmallii y mepexi IHTepHerT.

13 noyaTkom LmbpoBoi epy Ta NONYNSPHICTIO OHMAVH-COLINbHX MEPEX iHhOPMALS NOLLMPIOETHCS LIBMAKO T8 IErKO, SK HIKOSM paHilue.
OnHak 1e Takox Cripusie NoLLIMPEHHI0 HesKicHOi a60 HaBMUCHO (DeyikoBOI iHChopMaLii, Ska MoXe MaTy HeraTyBHWUA BIIMB HA CYCnifbCTRO.
SAKkHanByALLIE BUSIBIEHHS, MO3HA4EHHS Ta CPOCTYBaHHS Ae3iHghopmalii y mepexi IHTepHeT cTae Bee BirlbLu akTyasbHOI0 npo6nemolo.

[okasaHo, 1o cy4acHi MeTaam BUKOPUCTAHHS HEViDOHHIX MEPEX Y BUSBIIEHHI HEMPaBavBOI iH(hopMaLii € BUCOKOBMEKTVBHIMY 3aBASKM
CBOIVi 30aTHOCTI 06PO6NSTY BENMKI 06CSIv [aHnX | BUSBIISTY CKaaHi 3aKOHOMIPHOCTI. BukopucTanHs rpaghoBux HeVipoOHHUX Mepex, rno-
BELIHKOBOro aHaniay 1a IHLWX HHOBALIHVX TEXHOJIONIV HaAa€e LUMPOKI MOXITMBOCTI J/1g aganTaii cucTem BUSIBIIEHHS [0 PI3HVX BUMOT T8
YMOB, L0 [03BOJISIE PO3POBNSATY BirlbLL THYYKi Ta EQOEKTUBHI PILLEHHS, SKI MOXYTb NPaUIOBaTA B PI3HUX KOHTEKCTAX | 3 PIsHUMU Tynamv
[aHuX.

BaxmBoto nepesarok HevipOHHMX MEpex Ta iX mporpaMHoi peanisauii € MOXIMBICTb IHTerpaLii pisHuX [Kepern [aHuX | KOHTEKCTHOI
iHghopmauii. Lle [03BonSe nporpaMHyM iHOPMALAHAM CMCTEMaM He Tiflbku aHani3yBaTn TEKCTOBWA KOHTEHT HOBWH, a /i BPaxoByBaTy
couianbHi B3aeMogii, icTopito ny6nikayivi Ta iHLui thakTopu, SKi MOXYTb BKa3yBaTV Ha HEMPAaBAVBICTb iHGhopMaLil.

[okasaHo, 1o oKpemum BaXmByM acrekToM HenpaBavBoi iHhopmaLlii B Mepexi IHTEpHET € 306paXeHHs Ta Bifleo, SKi NpeacTaBieHi
3 HEenpasavBOI0 iHTepnperTauielo abo 3 moaundikalieto. 34aTHICTe MaibyTHLOI cUCTEMYU PO3MI3HABATA Taki BUNAAKW ICTOTHO MigBULLMTL
eEeKTUBHICTb BU3HaYEHHS [OCTOBIPHOCTI iH(hopMaLii.

Ane He3Baxatouv Ha nepeBary, icHyloTb Taki Mpo6remMu, SK BACOKI BUMOrV [0 064Y4CIIeHb | TDYAHOLYI B iHTeprnpeTayii peaynbratis. Le
BUMArae nofarnbLuvx JOCIIMKeHb | BOCKOHANEHb, 0C06MB0 B 06718CTi BOOCKOHANEHHS anropuTimIiB | po3pabku GirbLL eheKTUBHIUX | MACLL-
7a60BaHVIX pillieHk. Kpiv Toro, BaXmBym HanpsMKoM € pO3po6Ka MeTagiB paHHbLOr0 BUSBIIEHHS (heiikoByX HOBUH Ta MiHiMi3auii ix BBy
Ha rpoMagchKy QyMKY.

KniouoBi cnoea: couianbHi Mepexi; (eiikoBi HOBWMHYM; HenpaBaMBa iHKOpMaLis; HEPOHHI MepeXxi; iHXeHepis nporpamHoro 3a6es-

NEYEHHH.
N
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