{ GA0BO HAYKOBUA }

Hayka, excnnyarayis, Bpo6HMLTBO

E. C. TuxoHoB
DATA MINING W NPOBJIEMA NCNOJIb30BAHUSA «IPA3HbIX JAHHbIK»

B coBpemeHHO Xv3HU UHTENNEKTYarbHbIA aHam3 [aHHbIX 071y LWYPOKOE NPU3HaHME KaK MOLLHBIA 1 YHUBEPCASTbHBIA MHCTPYMEHT
8HanM3a [JaHHbIX: HE TOJIbKO B MHGHOPMALMOHHBIX TEXHOTOMVSIX, HO U1 BO MHOTVIX APYrvX OTPACITSX, MPEXAE BCEro B KIMHNYECKOV MeanLmHe,
coumonory, onanke. BelancrnTenbHbiA NpoLecc aHamu3a GosbLLVX 0GbEMOB [aHHbIX MMEET LENTbI0 U3BIIEYEHIE MOSIe3HO MHGoPMALY.
B atoit cTaTbe 6ygyT paccmMoTpeHbl METOLb! 60PbObI C rPSi3HBIMM AaHHBIMM, KOTOPbIE 3HAYUTEINBHO 3aMELSISIOT MOMCK LIEHHBIX JaHHBIX.

KnioueBbie cnoea: nonydenne ganhbix (Data Mining); aHanuTiyeckast o6paboTka B peanbHom Bpemenn (OLAP); ka4yecTso aaHHbIX;

NPONyLEHHbIE 3HAYEHWA; TPA3HBIE JaHHbIE.

Y. Tykhonov
DATA MINING AND USE PROBLEM «DIRTY DATA»
In modern life, Data Mining has been widely recognized as a powerful yet versatile analysis tools in various fields, not only in infor-
mation technology but also clinical medicine, sociology, physics. Data calculated defined as a computational process of analyzing large
amounts of data to extract useful information. This article will discuss methods of dealing with dirty data, because they significantly

slow the search for valuable data.

Keywords: Data Mining; analytical processing in real time (OLAP); data quality; missing values; dirty data.
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THE CONCGEPT OF CREATION OF THE MODERN CLOUD COMPUTING
ON THE BASIS THE DISTRIBUTED MULTIPROCESSOR OF REAL TIME

of perception by the person.

The solution of the organization of cloud computing on the hasis of architecture of the multiprocessor of real time
distributed in space is proposed, using perspective modules of processing and telecommunications. The attempt of con-
vergence of system of telecommunications 56, the Internet of things (loT) and the multiprocessor distributed in space is
made. This combining allows realizing all types of cloud computing, exchange and information representation at the level

Keywords: cloud computing; multiprocessor of real time; convergence.

INTRODUCTION

Development of computer technique and telecom-
munications are intensified researches with deve-
lopment of computation on remote computers. Their
use led to a concept of the virtual computing envi-
ronment, and soon generated a successful brand —
cloud computing. Now the mankind endure a boom
on their creation and implementation.

Urgent there is a research of the technique of cre-
ation of cloud computing based on the information
processing multiprocessor distributed in space in
real time with the wireless front-side bus driver of
exchange and open, flexible architecture allowing to
increase a computing resource for today.

Each type of cloudy services and method of deploy-
ment provides the level of monitoring, flexibility
and controllability. The «infrastructure as service»
model includes in itself basic elements for creation
of cloudy IT structure. In this model we get access
to network resources, the virtual calculators and da-
tabases. The user has all advantages which provide
clouds virtually. In case of desire the user can inde-
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pendently create clouds and provide paid access to
their resources. It will provide the maximum protec-
tion against information leakage, low cost of support
of service and complete freedom of creativity. SPC
«Quantor» organized cloud computing in Italy with
control from Ukraine. It is some kind of outsourcing
of cloud.

Creation of cloud requires knowledge of para-
meters of information flows, redistribution of tasks
between specialized coprocessors accelerators and
the central multiprocessor system, technical charac-
teristics of the processing modules, features of algo-
rithmic support and program service.

The architecture of the calculator must maintain
high parallelism and a tunable configuration that
allows to solve problems of mathematical physics,
digital filtering, image processing, electrodynamics
and others (tasks of processing of multivariate sig-
nals). The special part is assigned to the communica-
tion environment, allowing to establish flexibly con-
nection between processors.

© M. Kosovets, L. Tovstenko, 2017

3B’A30K, Ne 4, 2017



C/10B0 HAYKOBUS

Hayka, excnnyarayis, BUpO6HULTBO

1. DEVELOPMENT OF ARCHITECTURE
OF THE SPATIAL MULTIPROCESSOR
OF REAL-TIME SCALE

The analysis of algorithms of the standard tasks
using cloud computing specifies their heterogeneity.
Thereof it is possible to speak about use of the mul-
tiprocessor with architecture of MCMD as basic [1].

According to the classification diagram of Flynn
of MCMD system consists of a set of processors which
independently execute various commands over dif-
ferent data, to say asynchronous system with decen-
tralized control. At the same time the multiprocessor
can be considered or as poorly related system consist-
ing of clusters each of which contains unequal pro-
cessing nodes or as strongly related system from the
identical processing nodes communicating with each
other through space of messages.

There are multiprocessor clusters from function-
ally and technologically uniform elementary proces-
sors with a local memory. Besides is a part of each
cluster also controlling and communication pro-
cessors. The first of them is the administrator of a
cluster, keeps account of employment, fixes a status
of process and distributes jobs. The second — con-
trols media access of communication and provides
provision to a cluster of communication services,
coding/decoding and the conflict resolution in case
of implementation of multiple access. All clusters
are connected among themselves to the help of the
microwave bus of information exchange realizing
high message transmission rate, multiple access
to the communication environment. The system is
easily reconfigured taking into account specifics of
the task. Optimum dimensionality of a cluster is de-
fined from requirements of effective productivity.
Results of the researches conducted by SPC «Quan-
tor» allow to claim that productivity of cloud can’t
be evaluated without task parameters.

Options of possible implementation of the micro-
wave bus are connected to use of methods of orthogo-
nal division: spatial, the frequency, phase, temporal
and code or their combinations as owing to mutual
orthogonally they can be combined in arbitrary com-
binations.

One of methods of increase in system performance
is creation of accelerators. The accelerators inclu-
ded in the trunk 5G must support the expensive ex-
change protocol and have the universal potential for
the solution of a wide class of tasks. The accelerators
included in the trunk IoT shall support standard
cheap exchange protocols.

The reasons explained in the present section, lead
to the flowchart of the standard cloudy calculator. It
has the following technical characteristics: central
service module of the base station, modules of the ex-
ecutive processors, processor administrator, system
microwave trunk, the communication processor of
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the high-speed trunk, coprocessors and mobile sta-
tions.

We use real-time operating system of the distri-
buted type in time partitioned mode. Each proces-
sor of system works independently and performs all
functions relating to it: supervisor, executive, pro-
gram of start, diagnostics, testing, process control
of reconfiguration and runtime allocation of tasks,
support of parallel computing.

As instrumental system it is applicable simulation
modeling. The main feature of systems of prepara-
tion of programs includes a warranty of correctness
of execution of programs, productivity assessment,
the sizes of queues to shared locations, the maximum
wait time of requests for service in queue on a system
input, the required number of processors. Besides it
serves as good addition to their mathematical mo-
dels.

The program model of structure of system de-
scribes set of communications of separate modules
of multiprocessor system among themselves, al-
gorithms of interaction of modules, time response
characteristics of these interactions. The program
model of an operating system repeats the main func-
tions of the modelled multiprocessor system, but at
the same time are written in an algorithmic base of
work benches.

The main objects of the considered system are
models of elements of multiprocessor system: a ter-
minal subsystem, working processors, the control-
ling processors, the downlink processors.

In case of simulation of a terminal subsystem all
instruction set of the microprocessor of mobile ad-
dition is reflected [2]. Just with the same level of
detailing working managing directors and the down-
link processors of the base station are simulated
taking into account that they have elements of mi-
crowave devices which are subject to simulation. On
them communication between the terminal and pro-
cessing subsystems is carried out. As such characte-
ristics can serve: total time of waiting of shared loca-
tions, an operating time of each processor according
to application programs, total time of operation
according to system programs, the maximum and
minimum quantity of the processors occupied with
execution of the useful operation, average queue to
each shared location, the average time of waiting by
the processor of access to a resource, summary time
of the decision of the task.

Problem definition of system engineering of the
multiprocessor is based on structural analysis of the
given algorithm and data. Division of a set of statu-
ses of objects of some class to which belongs the valid
status of an object is the cornerstone of structural
analysis of algorithms. Formalization of problems
of implementation of algorithms is based on repre-
sentation of an algorithm of operational model by
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the oriented count which peaks identify with opera-
tions, and arcs — with communications in between.
Informative interpretation of operations depends on
the algorithm detail level.

The actual standard of means of interpretation
of macro pipeline computation is the multitask ope-
rating system [3]. The object-oriented architec-
ture of operating systems gives the chance to apply
mathematical methods of a research of efficiency
of options of hardware-software implementation of
parallel algorithms. Creation of an optimal variant
of implementers of the given algorithm is provides
multiple arbitration of the system trunk and resi-
dent resources.

We reduce the basic principles of the structural
organization of an operating system to the organiza-
tion of calculating process with simultaneous func-
tioning in a runtime environment of several proces-
ses, using the mechanism of switching of processors
or the mechanism of coordination of use of resources
the competing processes.

We build an operating system as the interpreter of
operators and directives of a basis of macro pipeline
computation. The reached effect consists in macro
level string management of implementation of com-
ponents of an algorithm by means of a data stream
and events. The specialization of functions of an
operating system consisting in orientation to the or-
ganization of interaction of components of an algo-
rithm considerably simplifies a choice of strategy of
distribution of resources of the calculator.

The spatial multiprocessor oriented on implemen-
tation of algorithms comes down to system of the
loosely coupled and independent operations based
on searching of the tier and parallel form of an algo-
rithm [4]. The found tier and parallel form of an al-
gorithm we describe the oriented graph which peaks
are identified with operations, arcs — with commu-
nications and the relations in between, and we de-
scribe characteristics of components of an algorithm
by means of the set of attributes and display setting
a binding of attributes to peaks and arcs of a graph.
The operational model of an algorithm will have the
following appearance:

D=<G(Z,B), T,P>, (1)
where G (Z, B) — the tier and parallel form of submis-
sion of the graph of an algorithm determined by a set
of Z= {Zj} of operations and by the relation B, setting
information communications on a set Z operations;

T= {Tj} — the set of attributes of peaks and arcs of
graph G (Z,B);

P: T—>G(Z, B)— thedisplay setting a binding of
attributes to peaks and arcs of graph G (Z, B).

Tasks of a choice of an optimal variant of imple-
mentation of the given algorithm have no single de-
cision. If folding of a vectorial index of efficiency in
scalar is admissible, then this task comes down to the
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optimization task of one-criterial type which general

setting has the following appearance:
R=<D,V,0,H,K,U,u" >, (2)

where D — the set of the problems connected to imple-

mentation of algorithms of the given class;

V — set of possible architectural and structural op-

tions of a computer;

O — a set of the restrictions superimposed on algo-

rithm implementers;

H — display of a set of controlled characteristics of

implementers of the given algorithm to a set of meas-

ure values of efficiency;

K — index of efficiency of implementers of the given

algorithm;

U — a set admissible (satisfying to restrictions for

algorithm implementers) architectural and structu-

ral options of the computer;

u” — optimal architectural and structural variant of

a computer.

2. FORMATION OF THE CHANNEL
OF INFORMATION EXCHANGE
IN THE ENVIRONMENT OF CLOUD COMPUTING

Exchange between clusters on the asynchronous
bus allows communicating at the same time between
two clusters with different speed. The abstract mo-
del of the multiprocessor used at the level of archi-
tecture has an appearance of a dataflow graph. In the
course of synthesis the abstract model undertakes
and structural idea of a circuit by determination of
necessary resources and parameters of implementa-
tion of behavior model is created. The purpose of ar-
chitectural synthesis consists in formation from the

abstract model of an optimum circuit. The model
consists of two components: information channel and
control.

Actually the multiprocessor is added by the ac-
celerator oriented on signal processing executing
operations in time and spatial domain. In this case
actually the multiprocessor will represent the dri-
ving car performing functions of the central control,
planning of resources and superfast conjugation of
input-output to matrix processors. In turn the ac-
celerator will effectively perform such operations as
digital filtering, correlation and others.

Proceeding from algorithms of the application-
oriented task we shall provide architecture of the
calculator: actually multiprocessor, system of con-
jugation, exchange network, accelerator accordingly
such figure.

The system of conjugation which is turning on the
controller of conjugation and the bus of conjugation
realizes functions of swapping of a multivariate ar-
ray from an accelerator, and also controls processing
of the input information arriving from a source of
a signal and redistribution of a resource of an acce-
lerator in the presence of a failure of one of them.
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The architecture of a fault-tolerant real-time multiprocessor for cloud computing

At the system level principal components of the
multiprocessor include actually multiprocessor;
controller of conjugation to an accelerator; exchange
networks; stream calculators. Algorithms will dis-
play structure of the multiprocessor.

The accelerator is interfaced to actually multipro-
cessor by means of the bus or direct access channel
in memory and performs functions of loading, unloa-
ding and buffering of data of the stream processor,
control of interruptions and data formatting.

At the architectural abstraction layer function of
all system is described in terms of algorithms with
simulation of behavior of the diagram. Accurate se-
mantics and syntax of model is provided that leads
to the coordinated and single-digit submission of
the specification. The abstract model at the level of
architecture generally begins as a dataflow graph
which doesn’t contain implementation parameters.
In the course of synthesis we take this abstract model
and create structural representation of computation
by determination of necessary resources and para-
meters of implementation of behavior model. The pur-
pose of architectural synthesis consists in formation
from the abstract model of the optimum calculator.

The set of functionally oriented stream processors
in problem of oriented accelerator, in the best way
reflects a data structure of a multivariate signal.
Each task is carried out on the stream processors in-
tended for it and uses a network for facilitation of
pipelining between processes.

Processes are distributed on a network the strong-
ly connected of the processor modules intended for
multistream processing. Queue of processes and
side-by-side execution of interacting processes is
formed. Each processor module saves the status —
local variables of process and processor state at diffe-
rent stages of operation [5]. In case of implementa-
tion of exchange between processes it is necessary to
consider the following points.

1. Exchange of information between processes is
carried out only through a communication network.
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2. The structure and functions of a network shall
be the transparent from controlled processes.

3. It isn’t mandatory to processes to provide infor-
mation on between what processors other processes
are distributed.

4. The network will be expanded and meet require-
ments of processes.

Complete decomposition of system on basic ele-
ments gives an opportunity to embody the principle
of structured programming in programs of control
of separate processes. The entity of decomposition
(partition) is in revealing and using the main fea-
tures of natural structure of system [6]:

1) it is desirable to use so-called natural decompo-
sition;

2) arow of quasi-independent processes with rath-
er feeble interaction is result of decomposition;

3) all correlations of controlled processes are car-
ried out by message passing on a communication net-
work;

4) it is undesirable that all information in system
was available to all parts of system;

5) it is necessary to aim at independence of one
controlled processes of surge characteristics of other
controlled processes, critical on time;

6) it is desirable to appropriate the process to each
separate task.

CONCLUSION

In this article the principles of the organization of
cloud computing on the basis of architecture of the
multiprocessor of real time distributed in space for
the decision of heterogeneous tasks of signal pro-
cessing are considered. Parameters of information
flows are determined; redistribution of tasks be-
tween specialized coprocessors accelerators of signal
processing and processor controls, testing’s and di-
agnosing is made. Requirements to the system trunk
which throughput stopped being the restraining fac-
tor restricting productivity of computation when
using 5G are defined.
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The considered organization of cloud computing
widely is used in tasks of a location, radiometry,
spectrum analysis, machine vision, image proces-
sing, processing of seismic and medical signals and
many other tasks.

The basic algorithmic kernel of ICCore is realized
on FPGA, DSP large scale integrated circuits. The
functional devices for Wireless of networks (5G)
were synthesized: PLL, BPSK-Modulator/Demodu-
lator, FFT, Decoder Viterbi, LDPC-Decoder and
Matched Filter.
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M. A. Kocoseup, J1. M. ToscTeHko
KOHLENLIA nobyA0BW CY4YACHUX XMAPHUX OBYNCIIEHD
HA OCHOBI PO3NOAIJIEHONO MYJIbTUNPOLECOPA PEAJIBHOIO YACY

3anponoHoBaHo BUpILLIEHHS 100 Oprani3aLlii XMapHuX 064MCIeHb Ha OCHOBI apXITEKTYPY PO3MOAINEHOr0 B MPOCTOPI MysIkTUNPOLECapa
pearnbHoro 4acy. BukopucTaHo nepcnekTvBHi Mogyni 06po6kuv Ta TenekomyHikauil. 3aivicHeHo cnpo6y KoHBepreHLii cucTemm TenekoMyHi-
Kauii 5G, intepHeTy peyei (loT) i po3nogineHoro B npocTopi MyneTvnpoLecopa. Take 06’ eHaHHs J03BOSISIE PeaniayBaTyl BCi UMM XMapHNX
064vCrIeHb, 06MIH i O[aHHS IHEOPMALT Ha PiBHI CIPMVHATTS, NPUTAMEHHOIO JIOAVHI.

Kniovogi cnoBa: xmapHi 064/CNEHHS; MyMBTUNPOLECOP PEarnbHOro Yacy; KOHBEPreHLis.

H. A. Kacosewy, J1. H. TocTeHko
KOHUENUMS NOCTPOEHUS COBPEMEHHbBIX OBJIAYHBIX BbIYUCJIEHMI

HA OCHOBE PACNPERENEHHOI0 MYJIbTUNPOLECCOPA PEAJIbHOIO BPEMEHIN

[pennoxeHo pelueHne no opraHn3aumn 06/184HbIX BbIYVCTIEHUA HA OCHOBE apXUTEKTYpPbl PACTPERENeHHOro B NPOCTPAHCTBE MYSbTU-

1POLieccopa PearnbHoro Bpemexn. Vicronb30BaHs! NepCnexTyBHbIE MOAYM 06paboTkuy v TenekoMmyHykaLmi. OcyiecTBieHa nomnbITka KoH-

BEPreHuuv cUcTeMbl TeNekoMMyHuKaLmin 56, nHtepreta seweni (loT) v pacnpeneneHsHoro B npOCTPaHCTBE MynbTUIPOLIeccopa. YkasaHHoe

06be/MHEHVE MO3BOSISIET PEann30BaTh BCE TUMbl 06/184HbIX BbIYUCIIEHI, 0GMEH 11 NPEACTABIIEHINE UHGOPMALIMN Ha YPOBHE BOCTPUSTAS,
CBOVICTBEHHOIO YE/10BEKY.

KnioueBbie cnoBa: 061a4Hble BbIYVCNEHUS; MYMLTANPOLIECCOP PEanbHOro BPEMEHM; KOHBEPTEHLINS.
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